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Figure 1. Direction Dependent Separation

A set of nodes E d-separates two sets of nodes of X and Y if every undirected path from a node in X to a node Y is
blocked given E. A path is blocked given a set of nodes E if there is a node Z on the path for which one of three conditions
hold:

(1) Zisin E and Z has one arrow on the path leading in and one arrow out
(2) Zisin E and Z has both path arrows leading out.
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(3) Neither Z nor any descendant of Z is in E, and both path arrows lead into Z. !
To understand the three conditions mentioned above, | will use Figure 4.

(a) Whether Linda is happy or Darnell leaves a message is independent given evidence that there is a message on the
answering machine.

(b) Linda being happy and Darnell calling are independent if it is known that Linda leaves a message

(c) Linda being happy and Darnell leaving a message are independent given no evidence at all.
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Figure 2. Generic Singly Connected Network. The network is partitioned according to the parents and children of X

&* isthe causal support for X — the evidence variables “above “ X that are connected to X through its parents.
& isthe evidential supportfor X — the evidence variables “below “ X that are connectedto X through its children.?
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function BELIEF-NET-ASK(X) returns a probability distribution over the values of X
inputs: X, a random variable

SUPPORT-EXCEPT(X, null)

function SUPPORT-EXCEPT(X, V) returns P(X|Ex\ v)

if EVIDENCE!(X) then return observed point distribution for X
else
calculate P(ES, | |X) = EVIDENCE-EXCEPT(X, V)
U — PARENTS[X]
if U is empty
then return o P(E,, | |X) P(X)
else
foreach U/; in U
calculate and store ['tz',-*,|f-_} .\ x) = SUPPORT-EXCEPT(L/;, X)
return o P(EQ | [X) > P(X|w) [] PWI|E,\ x)
um i

function EVIDENCE-EXCEPT(X, V) returns P(E,, | |X)

Y — CHILDREN[X] — V
if Y is empty
then return a uniform distribution
else
foreach Y, in Y do
calculate P(E, |y;) = EVIDENCE-EXCEPT(Y;, null)
Z; — PARENTS[Y;| — X
for each Z;; in Z,
calculate P(Z;|E7,\ y,) = SUPPORT-EXCEPT(Z;, Y;)

return /4 l_[ Z P(Ey |v) Z P(v|X,z:) H P(z4|Ez,\ v,)
iy Z; i
Figure 3.

PXIE = PXIE, E) 1)

PED | X, EHNPX|EY, E
PX|E,E) = ¢ X)|P(X|<)S+ (s—l) ) (1)
PX|EY) = ZP(X | u) HP(ui | EUNX) (1b)

PENX =[] D P(Ey | X ¥, Z)
i Y Z (1c)

P&y, | X, Vi T)PW, Zi1 X)

Figure 3 is a pseudo-code representation of the approach used to query a Bayesian network. It is a backward chaining
algorithm for solving probabilistic queries,
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Figure 4.
L = Linda
D = Darnell
M = Answering Machine
K = Karen
S = CynthiaSleep
C = Cynthia
H = Happy
Scenario
& ={) )
PO | EY)
The goal here is to find the probability of Darnell leaving a message given the evidence above.
P(D|EY) = ZP(D |w [ [P 1 &L\D) @)
[

u
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ZP(D | u)l—[?‘)(u” |EUND)=P(D=t|E") + PD="f|E)

u

PLIED

The goal here is to find the probability of Linda leaving a message given the evidence above. In the case of Darnell, he will
either leave a message or won’t It is different for Linda because we have three possible outcomes. This will require that
we know the probability of each outcome given the evidence above.

P(L|EY) =ZP(L|U)]_[SD(UH | EUNL) 4
ZP(HU)HP(UH |EUNL) =P(L=t|E) + PL=m|E") +P(L=T|E)

u
PEIL=1)

It is necessary to determine the evidence below Linda given we know that Linda will leave a message. This is done by
looking at the evidence variables below Linda that are connected to Linda through its children. Equation (6a) introduces
two new variables Vy, and Vy. They help clarify how to calculate P(E. | L =t). The variable 8 is a normalizing
constant can be assigned the value of 1.3

PEIL=1)=BxVy x Vy )

Vm

Equation (7a) shows that it necessary to use the various probability distributions for some of the random variables above
and below M (answering machine). P(&y | m) (the evidence beneath the answer machine for each discrete value of M)
requires the introduction of two new variables: Vi and Ve; .

Vi =ZP(8;A M)

" (62)
DPMIL D)x| [PEZm, j1Em \M)

Vw =Z PEy M (PM| L=t,D=t)xP(D =1t)+
m (6b)
Pm|L=t D=f)xPD = f))
Vm=PEy | M=tPM=t| L=t,D=t)P(D=1t) +
PM =t|M =t,D=f)PD= 1))+
PEWIM="1): (6c)
PM=f|D=tL=t)P(D=t)+
PM=f|D=f, L=t)P(D = f))

PEy IM=1)

Since the random variable M has two distinct possibilities (True/False), the first case will look at the evidence below the
answering machine given the machine has a message on it.
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PEm IM =1t) = BxVer1xVia (7a)
(VKIZZ
k (52)
PENK =) Y PK =1 Mx[ [PZc;\M)
Via=PK="f|M :t;k (8h)
(Vc1=Z
C (92)

PEIC =1 Y PC =t| M, S)x| [P(Zc,j\0)
zC

Ver=PC=tIM=tS=t)xPS=t|) +

PC=t,M=tS=f)xPS=f) (30)
PEGIM = 1)
PEw IM = 1) =BxVkexVe, (10a)
.y
k (11a)
PE K =) PK=1]Mx[[PZej\M)
zk
Ve =P(K=1| M =f) (11b)
.y
¢ (12a)
PEIC =t ) PC =t| M, $)x| [P(Zc,;\C)
Ver=C=tIM=1f,S=t)xPS=t|) +
PC=t,M=f,S=f)xPS=f) (120)
Vh
Vi =ZP(8F| m)ZP(H:nL)]_[P(zH,,,-\H) (13)
H ZH i
Vi =PH=t|L=f)
PECIL=m)
PECIL=m) =BxVwm x Vi (14)
)
" (15)

PEw |m) Y P ID, x| [PEm, j1Em j\M)
Vv = Z PEW IMPM|D=t L=mxPD=1t)+
PM |L=m, D= f)xPD = f))
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Vv =PEY IM=t)«(PM =t|L=m,D=0)P(D=1t)+
PM=t|L=m,D=Ff)PD="1))+
PEm IM = f)x
PM=1f|D=t,L=mPD=t)+
PM=Ff|D=f,L=m®PD="f))

Vi

H
Vi =PH=t| L =m)

Vi = ZP(SQ m)ZP(H =tI0 [ [P(@Zn,1\H) (16)
ZH J

PET L =f)

The approach is similar to the one used to calculate P(E | L =1).
P(S[ | | = F) = QX(VMQ X (VHZ (17)

Vmz
3
" (18)
PEy |m) Y P ID, x| [PEm, j1Em j\M)
Vm2 =Z PEY IM)YPM |D=t,L=HxP(D=1)+
PM|L=f, D= f)xPD = f)
Vve =PEy IM=t)«(PM =t|L=f,D=t)P(D=t)+
PM=t|L=f,D=1)PD="1))+
PEWIM = )s
PM=f|D=t,L=F)PD=1t)+
PM=f|D=f,L=f)PD=f)
Vho

Vo =ZP(8Q |7{)Zp(h=T | L)]_[P(ZH,,j\H) (19)
ZH J

H
Ve =PH=t| L =F)
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Verification

Figure 5.
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File Options Help

JavaBayes starts in Move mode.

To start editing networks, press the Create bufton and
click on the JavaBayes editor, or load a network using
the Metwork-=0pen menu.

Loading C:\Bayesian'\Message\Message
File loaded.
To query on a particular node, click on it.

Fosterior distrioution:
probakbility { "Linda™ ) { /1 variable{s) and 32 values

table
0.21581597812097336 I/ p(True | evidence )
0.1920662176597505 N p{Maybe | evidence )
0.5921173042192763;  /f p(False | evidence J;
}l'tl query on a paricular node, click on it.
Fosterior distribution:
Figure 6.
Vm = 0, 03657
Vy = 0.0005
P(E | L=t)=1.8325"°
(VKl =.10
Ve = .77
PEy IM =1t)=.077
Vk2 =.95
Veo =.0385
PEy | M = f)=.036575
Vm1 = .040650
(VHl =.2
P (&L | L=m)=.00813
VM2 =.0527668
Vho =.95
P& |L="f)=.05012
PL=>t|Co>t, K= f,H=>t)=a = .997 %0.000018
PlL=>t|C=>t, K= f,H=>1t)=.21581
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PLo>m|C=>t, K= f, H=t) =a + .002 +0.00813012
PL=>m|C=t K= f, H=t)=.1920662177
PL=f|Cot,K=f, H>1)=a .00l +0.50128
PL=f|Cot K= f,H=t) =.502117

a = 11812.00207

(21)

(22)

(23)
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